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Abstract 48 

 49 

Stratospheric ozone depletion plays a major role in driving climate change in the 50 

Southern Hemisphere. To date, many climate models prescribe the stratospheric ozone 51 

layer’s evolution using monthly and zonally averaged ozone fields. However, the 52 

prescribed ozone underestimates Antarctic ozone depletion and lacks zonal asymmetries. 53 

In this study we investigate the impact of using interactive stratospheric chemistry instead 54 

of prescribed ozone on climate change simulations of the Antarctic and Southern Ocean. 55 

Two sets of 1960-2010 ensemble transient simulations are conducted with the coupled 56 

ocean version of the Goddard Earth Observing System Model version 5: one with 57 

interactive stratospheric chemistry and the other with prescribed ozone derived from the 58 

same interactive simulations. The model’s climatology is evaluated using observations 59 

and reanalysis. Comparison of the 1979-2010 climate trends between these two 60 

simulations reveals that interactive chemistry has important effects on climate change not 61 

only in the Antarctic stratosphere, troposphere and surface, but also in the Southern 62 

Ocean and Antarctic sea ice. Interactive chemistry causes stronger Antarctic lower 63 

stratosphere cooling and circumpolar westerly acceleration during November-December-64 

January. It enhances stratosphere-troposphere coupling and leads to significantly larger 65 

tropospheric and surface westerly changes. The significantly stronger surface wind-stress 66 

trends cause larger increases of the Southern Ocean Meridional Overturning Circulation, 67 

leading to year-round stronger ocean warming near the surface and enhanced Antarctic 68 

sea ice decrease.   69 
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1 Introduction 70 

 71 

Numerous observational and modeling studies have established the essential role of 72 

Antarctic ozone depletion in driving Southern Hemisphere (SH) climate change in the 73 

last 3-4 decades (see reviews by Thompson et al. 2012 and Previdi and Polvani 2014, and 74 

the references therein). The ozone hole causes strong cooling of the Antarctic lower 75 

stratosphere in the austral late spring and summer (Shine 1986; Randel and Wu 1999), 76 

leading to a stronger and more persistent Antarctic polar vortex (Waugh et al. 1999). 77 

These stratospheric climate trends have significant impacts on the SH tropospheric 78 

circulation, driving the Southern Annual Mode (SAM) toward a more positive polarity 79 

(Thompson and Solomon 2002; Perlwitz et al. 2008). Changes in the SH extratropical sea 80 

level pressure, surface temperature, precipitation, and tropospheric and surface westerlies 81 

are all closely linked to this positive SAM trend (Thompson et al. 2012; Previdi and 82 

Polvani 2014). The ozone hole is also an important driver of Southern Ocean change, 83 

e.g., the spin up of the SH subtropical gyres (Cai 2006), strengthening of the meridional 84 

overturning circulation (Sigmond and Fyfe 2010; Sigmond et al. 2011; Solomon et al. 85 

2015), and warming of the Southern Ocean (Sigmond and Fyfe 2010; Solomon et al. 86 

2015). 87 

 88 

Because the ozone hole plays a key role in driving recent SH climate change, it is 89 

important to realistically represent the stratospheric ozone climate forcing in climate 90 

models. Currently two very different approaches are used to represent ozone forcing.  91 

The first approach prescribes the stratospheric ozone evolution using monthly and 92 
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zonally averaged ozone fields. This method is easy to implement and is used in many 93 

coupled atmosphere-ocean general circulation models (AOGCMs), including those 94 

participating in the Coupled Model Intercomparison Project (CMIP). The second 95 

approach is to calculate stratospheric ozone interactively with comprehensive 96 

stratospheric chemistry - employed in the coupled chemistry-climate models (CCMs) 97 

(Eyring et al. 2006). CCMs capture the interactions of dynamical, radiative, and chemical 98 

processes and have been major tools for assessing ozone layer past changes and future 99 

projections (SPARC CCMVal 2010).  100 

 101 

Climate models with prescribed ozone appear to simulate well the observed climate 102 

change over Antarctica (e.g. Gillett et al. 2003). However, the prescribed monthly-mean 103 

and zonal-mean ozone fields do not fully capture two important aspects of the ozone 104 

hole. First, prescribed ozone underestimates the magnitude of Antarctic ozone depletion 105 

(Sassi et al. 2005; Neely et al. 2014). This bias is caused by temporal smoothing due to 106 

the interpolation of monthly-mean values to determine ozone concentrations at each time 107 

step. Second, the prescribed zonal-mean ozone lacks zonal asymmetries. The ozone hole 108 

has a large wave-1 structure with its center usually located slightly away from the South 109 

Pole towards the Atlantic Ocean (Grytsai et al. 2007). Lacking zonal asymmetries and 110 

dynamical consistency in the prescribed ozone fields affects Rossby wave propagation 111 

and stratospheric wave driving (Gabriel et al. 2007; Crook et al. 2008). The deficiencies 112 

of the prescribed ozone affect simulated SH climate and climate change (Sassi et al. 113 

2005; Crook et al. 2008; Gillett et al. 2009; Waugh et al. 2009; Neely et al. 2014). These 114 

studies used different models and methods, but they all found similar results: prescribed 115 
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ozone simulations have weaker Antarctic lower stratosphere cooling than interactive 116 

chemistry simulations. Waugh et al. (2009) and Neely et al. (2014) further showed that 117 

these prescribed ozone simulations underestimate the Antarctic tropospheric circulation 118 

trends such as the poleward strengthening of the tropospheric westerlies.  119 

 120 

The purpose of this study is to understand the effects of using interactive stratospheric 121 

chemistry instead of prescribed ozone on simulated Antarctic and Southern Ocean 122 

climate change. This is the first time the influences of interactive stratospheric chemistry 123 

on Southern Ocean and Antarctic sea ice have been studied. We perform and compare 124 

two transient simulation ensembles over 1960-2010 using the Goddard Earth Observing 125 

System Model version 5 (GEOS-5): one with interactive stratospheric chemistry and the 126 

other with prescribed ozone. 127 

 128 

Descriptions of GEOS-5 and its chemistry schemes, experiment design, and simulations 129 

are given in section 2. In Section 3 we evaluate the model climatology with a focus on 130 

SH simulations for the 1990-2010 period using satellite observations and reanalysis data. 131 

The effects of interactive chemistry on Antarctic and Southern Ocean climate change are 132 

presented in section 4. Discussion and conclusions are given in section 5. 133 

 134 

2 Model and Simulations 135 

 136 

2.1 GEOS-5 137 

 138 
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We use a coupled ocean version of GEOS-5. The atmosphere model is GEOS-5 Fortuna 139 

(Molod et al. 2012) and the ocean model is the Modular Ocean Model version 4p1 140 

(MOM4p1, Griffies et al. 2009). GEOS-5 Fortuna has 72 levels with a top at 0.01 hPa 141 

and MOM4p1 has 50 layers. The atmosphere model horizontal resolution is 2.5° 142 

longitude × 2° latitude. The ocean model resolution is 1° longitude × 1° latitude. A brief 143 

description of GEOS-5 Fortuna and MOM4p1 is given in the Appendix.  144 

 145 

GEOS-5 includes two chemistry mechanisms: a comprehensive stratospheric chemistry 146 

model and a simple parameterized chemistry scheme. 147 

 148 

1) Interactive Chemistry 149 

The GEOS Chemistry-Climate Model (GEOSCCM) includes a comprehensive 150 

stratospheric chemistry model (Pawson et al. 2008; Oman and Douglass 2014). All of the 151 

important stratospheric gas phase and heterogeneous reactions are included in this 152 

chemistry module (Douglass and Kawa 1999; Considine et al. 2000). The stratospheric 153 

chemistry is coupled with physical processes through the radiation where radiatively 154 

important stratospheric trace species are calculated from the chemistry model. Results 155 

from the GEOSCCM have been extensively analyzed and evaluated using observation-156 

based process-oriented diagnostics in the Stratosphere-troposphere Processes And their 157 

Role in Climate (SPARC) Chemistry Climate Model Validation - 2 Project (SPARC 158 

CCMVal 2010). Overall the GEOSCCM performs very well in comparison to observed 159 

stratospheric dynamical, chemical, and transport processes (SPARC CCMVal 2010; 160 

Strahan et al. 2011; Douglass et al. 2012).  161 
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 162 

2) Parameterized Chemistry 163 

GEOS-5’s default chemistry is a simple parameterization that prescribes monthly and 164 

zonally averaged fields for seven radiatively active trace species: odd oxygen (Ox), 165 

methane (CH4), nitrous oxide (N2O), water vapor (H2O), CFC-11 (CCl3F), CFC-12 166 

(CCl2F2), and HCFC-22 (CHClF2). These prescribed fields are obtained from interactive 167 

chemistry simulations. The prescribed zonal-mean, monthly-mean values are set as the 168 

middle-month values, and linearly interpolated to each time step. Ozone (O3) is treated 169 

differently from the other species because it has a large mesospheric diurnal cycle that 170 

cannot be resolved from interpolation of monthly-mean values. In the stratosphere 171 

(pressures greater than 1 hPa), all Ox is O3. In the mesosphere (pressures less than 1 hPa), 172 

O3 is partitioned to approximate a diurnal cycle: at nighttime O3 is Ox, but during daytime 173 

O3 is reduced by a factor of exp[-1.5(log10p)2] to approximate the daytime O3 destruction, 174 

where p is pressure. The exponential damping factor of daytime O3 is derived from 175 

interactive chemistry simulations. The Ox derived O3 and the six other radiative species 176 

are used by the radiation code. 177 

 178 

2.2 Experiment Design 179 

 180 

In order to investigate the impacts of interactive stratospheric chemistry on Antarctic and 181 

Southern Ocean climate change in GEOS-5, we perform two sets of ensemble transient 182 

simulations of the 1960-2010 period. The first ensemble is from the GEOS coupled 183 

Atmosphere-Ocean-Chemistry Climate Model (AOCCM), i.e., with coupled ocean and 184 
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interactive stratospheric chemistry (hereafter referred to as interactive chemistry, or 185 

interactive simulations). The second ensemble is from the GEOS-5 AOGCM, i.e., with 186 

coupled ocean and parameterized chemistry (hereafter referred to as prescribed ozone, or 187 

prescribed simulations). These two ensemble sets are forced with the same Chemistry 188 

Climate Model Validation Project (CCMVal) REF1 scenarios for greenhouse gases 189 

(GHGs) and ozone-depleting substances (ODSs). The only difference between the two 190 

ensemble sets is the stratospheric chemistry representation.  191 

 192 

Each ensemble set has four members and each member only differs in initial conditions. 193 

We initially spin-up the ocean with a 200-year baseline simulation under perpetual 1950 194 

conditions with the GEOS-5 AOGCM. We then perform one transient simulation from 195 

1950 to 2010 with the GEOS AOCCM - the first member of the interactive simulations. 196 

The other three interactive simulation members start on January 1, 1960, with initial 197 

conditions from January 1 of 1959, 1961, and 1962 of the first member, respectively. The 198 

four prescribed simulation members start on January 1, 1960, with initial conditions and 199 

monthly-mean zonal-mean fields of the seven stratospheric radiative species taken from 200 

their corresponding members of the interactive simulations. The ensemble-mean results 201 

are presented in this study. Linear trends are calculated from the ensemble average of 202 

model data of all four members. We also carry out an additional 100-year time-slice 203 

simulation with the GEOS AOCCM under perpetual 1960 conditions. This control 204 

simulation is used to correct the ocean and sea ice trends in both the interactive and 205 

prescribed simulations due to climate drift, assuming that the drift in both simulations is 206 

similar in 1960 conditions. 207 
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 208 

3 Evaluation of model 1990-2010 climatology in the Interactive Chemistry 209 

Simulations 210 

 211 

In this section we evaluate the climatology for the 1990-2010 period obtained from the 212 

interactive chemistry simulations with emphasis on the Antarctica. We choose the 1990-213 

2010 period in order to compare model climatology with available satellite observations 214 

and reanalysis data. The purposes are to identify model biases and to compare GEOS-5 215 

performances with other climate models. 216 

 217 

Total column ozone is a primary diagnostic for assessing stratospheric chemistry and 218 

transport processes. Figure 1 compares GEOS AOCCM simulations with observed zonal-219 

mean total column ozone from the NASA merged Solar Backscatter Ultraviolet/Total 220 

Ozone Mapping Spectrometer (SBUV/TOMS) data (no observations during polar night). 221 

The model captures very well the observed total ozone seasonal and latitudinal structure, 222 

e.g., the austral spring Antarctic ozone hole, the boreal spring Arctic ozone maximum, 223 

and the tropical ozone minimum. The strength of the simulated Antarctic ozone hole 224 

agrees with the observations. The model has slightly low biases in the tropics and high 225 

biases in the extratropics, suggesting that the model may have a stronger Brewer-Dobson 226 

circulation than the real atmosphere. Overall simulations of the stratospheric chemistry 227 

and transport in the GEOS AOCCM are similar to those in the GEOSCCM, which have 228 

been thoroughly evaluated and validated (Strahan et al. 2011; Douglass et al. 2012). 229 

 230 
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The seasonal evolution of Antarctic temperatures and zonal winds is well simulated. 231 

Simulated Antarctic zonal-mean temperatures (65-90°S) and circumpolar zonal-mean 232 

zonal winds (55-70°S) are compared to NASA Modern-Era Retrospective Analysis for 233 

Research and Application reanalysis (MERRA, Rienecker et al. 2011) in Figure 2. In the 234 

lower stratosphere, the model has warm biases in the austral winter and cold biases in the 235 

austral spring (Figure 2b). The magnitude of the Antarctic temperature errors is within 236 

the range in the CCMVal-2 models (Eyring et al. 2006). In general the simulated 237 

circumpolar zonal winds have westerly biases (Figure 2d). The largest westerly biases are 238 

found in spring, which is associated with the model spring “cold-pole” error. The model 239 

Antarctic polar vortex persists longer and breaks up later and higher than observed. The 240 

spring “cold-pole” and late polar vortex break up are longstanding biases in the middle 241 

atmosphere models (Eyring et al. 2006), which are possibly due to missing orographic 242 

gravity wave drag around 60°S in the models (McLandress et al. 2011). Coupling with 243 

chemistry and ocean does not appear to reduce these biases.  244 

 245 

The simulated tropospheric jet has a near barotropic structure and is centered at ~ 55°S 246 

(Figure 2e). The model has westerly biases poleward of 50°S and easterly biases 247 

equatorward of 50°S (Figure 2f). This dipole pattern means that the simulated 248 

tropospheric jet is too close to the pole, which is associated with the year-round cold pole 249 

biases in the troposphere (Figure 2b).  250 

 251 

Surface wind-stress plays a key role in the coupled atmosphere-ocean climate system. It 252 

is a major driver of the ocean circulation, and it also significantly affects the structure of 253 
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sea surface temperature, sea level, and Ekman transport. Figure 3a shows the simulated 254 

annual-mean zonal wind-stress climatology. The zonal wind-stress is mostly easterly in 255 

the tropics and subtropics, and westerly in the extratropics, reflecting the surface zonal 256 

wind pattern. The most prominent feature in Figure 3a is the zonally-coherent westerly 257 

maxima in the 40°-65°S latitudinal band. This powerful surface forcing is important in 258 

driving the Antarctic Circumpolar Current (ACC), which has profound implications on 259 

the Southern Ocean Meridional Overturning Circulation (MOC). The strength and 260 

location of the simulated peak westerly wind-stress over the Southern Ocean greatly 261 

influence simulations of the Southern Ocean (Russell et al. 2006). 262 

 263 

We use satellite measurements and reanalysis data to assess the simulated surface wind-264 

stress climatology. The satellite measurements are from NASA Quick Scatterometer 265 

(QuikSCAT), which provided 11 years’ (September 1999 – October 2009) wind-stress 266 

observations. The reanalysis data we use is the average of four datasets: MERRA, the 267 

National Centers for Environmental Prediction – National Center for Atmospheric 268 

Research (NCEP-NCAR) Global Reanalysis 1 (Kalney et al. 1996), NCEP-Department of 269 

Energy (DOE) Reanalysis 2 (Kanamitsu et al. 2002), and the European Centre for 270 

Medium-Range Weather Forecast Interim Re-Analysis (ERA-Interim, Dee et al. 2011). 271 

Figure 3b shows the map of the differences between GEOS AOCCM and QuikSCAT 272 

observations. In general the simulated zonal wind-stress has easterly biases in the low and 273 

middle latitudes and westerly biases in the high latitudes. In the SH, the model biases 274 

have a dipole structure with westerly and easterly biases poleward and equatorward of ~ 275 

50°S, respectively. These biases are consistent with those in the tropospheric jet (Figure 276 
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2f). Figure 3c compares the zonal-mean wind-stress climatology in the SH between the 277 

model, QuikSCAT, and the reanalysis. The model does not represent the location and 278 

strength of the maximum westerly over the Southern Ocean. The simulated peak westerly 279 

wind-stress is located 4° southward of the peak latitude in QuikSCAT and the reanalysis. 280 

The simulated peak magnitude is 25% stronger than the QuikSCAT, although it is only 281 

slighter larger than the maximum in the reanalysis. The biases in the surface wind-stress’s 282 

latitudinal structure are consistent with those in the tropospheric jet (Figure 2f). We want 283 

to point out that GEOS-5 simulated wind-stress climatology is comparable to the CMIP 284 

models, almost all of which perform poorly on the location and strength of the maximum 285 

westerly over the Southern Ocean (Swart and Fyfe 2012; Lee et al. 2013). 286 

 287 

We should keep in mind that reanalysis data are not observations. Derived diagnostics in 288 

the reanalysis such as surface wind-stress are not constrained by observations and could 289 

have large errors. Figure 3c shows that while reanalysis data agree with QuikSCAT in the 290 

location of the maximum westerly, they have consistent westerly biases between 30° and 291 

60°S. The wind-stress climatology in the four reanalysis datasets agrees well with each 292 

other (not shown), but the wind-stress trends are very different among the four datasets 293 

(Swart and Fyfe 2012). This will be discussed in more detail in the next section.  294 

 295 

Figure 4 shows the simulated annual-mean sea surface temperature (SST) and sea surface 296 

salinity (SSS) climatology and their differences from observations. Compared with the 297 

Reynolds SST analysis (Reynolds et al. 2002), the model tends to have warm biases in 298 

the low latitudes and cold biases in the high latitudes. Large positive errors are found off 299 
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the west coast of the tropical North America, South America, and Africa. These are 300 

common errors in climate models, which are partly due to weak coastal upwelling in 301 

these regions (Griffies et al. 2009). They are also closely related to the biases in the 302 

surface cloud radiative forcing. The simulated eastern Pacific/Atlantic stratus cloud decks 303 

are not attached to the coast, but are displaced to the west, giving warm errors near the 304 

coast and cold errors over subtropical gyres (Molod et al. 2012). This is also a common 305 

deficiency in the CMIP models (Laura and Hamilton 2013; Calisto et al. 2014). The 306 

largest SST errors are in the North Atlantic, which are caused primarily by a very weak 307 

Atlantic Meridional Overturning Circulation (AMOC) in the model. The weak AMOC 308 

leads to weak poleward heat transport to the North Atlantic and large cold biases in that 309 

region. The weak AMOC and the associated large North Atlantic SST errors are serious 310 

issues. There is ongoing research to address these issues. 311 

 312 

The model simulates well the SSS over the Southern Ocean except near the Antarctic 313 

continent and South America where the model has positive salinity errors in comparison 314 

to the Levitus SSS data (Levitus 1982). The model tends to have fresh biases in regions 315 

of low salinity, e.g., the tropical west and southwest Pacific and tropical Indian Ocean. 316 

Large positive SSS errors are found in the Arctic, a common bias in the AOGCMs (e.g. 317 

Delworth et al. 2006). In the North Atlantic the large fresh bias is related to the weak 318 

AMOC. Other primary sources for the salinity bias are wrong precipitation patterns, river 319 

discharge that is not well diffused, and parameterization of exchange with marginal seas. 320 

 321 
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The Southern Ocean MOC is particularly efficient in exchange of heat and carbon 322 

between the surface and the deep ocean (Marshall and Speer 2012), and hence it plays an 323 

essential role in modulating regional and global climate. The MOC can be divided into a 324 

mostly wind-driven Eulerian circulation and an eddy circulation. Figures 5 shows the 325 

annual-mean Eulerian and eddy MOC streamfunction. The Eulerian MOC includes a 326 

clockwise upper cell (40°-65°S, 0-3000m), a counter-clockwise lower cell (30°-55°S, 327 

2500-4500m), and another counter-clockwise cell south of 65°S. There are no 328 

observations of the Southern Ocean MOC, but the structure and strength of the Eulerian 329 

MOC shown in Figure 5 are similar to those reported in the CMIP3 (Sen Gupta et al. 330 

2009) and CMIP5 (Downes and Hogg 2013) models. The eddy circulation is 331 

parameterized using the Gent and McWilliams (1990) scheme, because the coarse 332 

resolution of the ocean model cannot resolve fine-scale ocean eddies. The parameterized 333 

eddy circulation tends to have the opposite sign of the Eulerian circulation, but is much 334 

weaker than the Eulerian circulation. The maximum strength of the eddy MOC is 6 335 

Sverdrups, whereas the strength of the Eulerian upper cell is 36 Sverdrups. Therefore the 336 

net, or the residual, MOC is dominated by the Eulerian component in the SH extratropics. 337 

For reference, the strength of the eddy MOC in the CMIP5 models ranges from 7 to 20 338 

Sverdrups (Downes and Hogg 2013). Thus the eddy MOC in GEOS-5 is weaker than, but 339 

comparable to the CMIP5 models.    340 

 341 

Antarctic sea ice has a large seasonal cycle with minimum and maximum coverage in 342 

February and September, respectively. The simulated seasonal cycle of the Antarctic sea 343 

ice extent (SIE) is compared to the National Snow and Ice Data Center observations in 344 



 16 

Figure 6. The model simulates well the timing and magnitude of the February SIE 345 

minimum and the recovery of the Antarctic sea ice from March to August. However, the 346 

simulated SIE maximum occurs in August, one month before the observed maximum in 347 

September. These results are within the large spread of Antarctic SIE in the CMIP5 348 

models (Turner et al. 2013). 349 

 350 

In summary, GEOS AOCCM reasonably simulates the Antarctic and Southern Ocean 351 

climatology. Overall this model’s performance is comparable to current start-of-the-art 352 

climate models.  353 

 354 

4 Impacts of Interactive Chemistry on Climate Change in the Antarctic and 355 

Southern Ocean 356 

 357 

The interactive and prescribed simulations have different zonal-mean ozone climatology. 358 

Figure 7a compares the Antarctic  (65°-90°S) total ozone seasonal cycle between 359 

TOMS/SBUV, the interactive and the prescribed runs. In October, the interactive 360 

simulations have a 207 DU ozone hole, while the prescribed simulations are 217 DU, and 361 

the observed October total ozone is 210 DU. The 10 DU ozone hole differences between 362 

the two simulations are caused by temporal smoothing of the parameterized chemistry. 363 

The parameterized chemistry sets the prescribed monthly-mean ozone from the 364 

interactive runs as the middle-month value, then interpolates linearly to determine ozone 365 

concentrations at every time step. This method is commonly used in other non-interactive 366 

chemistry models (Sassi et al. 2005; Neely et al. 2014). The problem with this method is 367 
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that it acts to temporally smooth the monthly variations and thus underestimates the 368 

magnitude of the maximum/minimum monthly-mean ozone values in the interactive runs, 369 

resulting in high ozone biases in October when ozone reaches minimum.  370 

 371 

Another major deficiency of the prescribed simulations is the lack of ozone zonal 372 

asymmetries. A related issue is that the prescribed ozone is not dynamically consistent 373 

with the stratospheric circulation. In the interactive simulations Antarctic ozone exhibits 374 

maximum zonal asymmetries during austral spring when the ozone hole forms (Figure 375 

7b). In general the ozone hole is offset from the South Pole toward the west Antarctica 376 

and the southern Atlantic Ocean, reflecting the influence of planetary waves (Grytsai et 377 

al. 2007). Large ozone zonal asymmetries are also found in February and March, which is 378 

associated with a large wave-1 structure in the geopotential height. Previous studies have 379 

shown that lacking zonal asymmetries and dynamical consistency affects the 380 

stratospheric circulation and even the tropospheric climate trends (Crook et al. 2008; 381 

Waugh et al. 2009).  382 

 383 

Ozone biases in the prescribed runs affect simulations of Antarctic stratosphere 384 

temperatures. Figure 8a shows that the interactive simulations tend to have lower 385 

temperatures in winter and spring and higher temperatures in summer and fall than the 386 

prescribed simulations. Shading indicates that the differences (interactive minus 387 

prescribed) are statistically significant at the 5% level based on a two-sample t-test. The 388 

patterns of temperature differences do not exactly match those of ozone differences 389 

(Figures 8a-b), e.g., the cooling in the lower stratosphere during austral winter and the 390 
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warming near 200 hPa during February-March-April-May. This indicates that radiative 391 

forcing is not the sole factor driving temperature differences. Figures 8c and 8d show 392 

differences in the dynamical and shortwave heating rates, respectively. The magnitude of 393 

dynamical heating differences is comparable to or even stronger than that of shortwave 394 

heating differences. Comparing Figures 8a and 8c clearly shows that the cooling in June-395 

July-August and the 200 hPa warming during February-March-April-May are driven by 396 

dynamical heating changes. Therefore, changes in the dynamics also play an important 397 

role in driving temperature differences (Crook et al. 2008). 398 

 399 

As expected, differences in the shortwave heating rates have the same pattern as ozone 400 

differences except during the austral winter. The deeper October ozone hole in the 401 

interactive runs (in the lower stratosphere in October in Figure 8b, also see Figure 7a) 402 

absorbs less shortwave radiation, leading to a colder lower stratosphere in October and 403 

November. Weaker dynamical heating in October (Figure 8c) could also contribute to the 404 

lower stratospheric temperature differences in the late spring. Differences in dynamical 405 

heating reflect the response of the stratospheric wave-driven Brewer-Dobson circulation 406 

to interactive chemistry. They are associated with the lack of zonal asymmetries in the 407 

prescribed ozone, which modulates stratospheric wave driving (Nathan and Cordero 408 

2007; Crook et al. 2008). The ozone hole also induces dynamical feedback and increases 409 

the downwelling in the Antarctic stratosphere in the austral late spring and summer 410 

(Stolarski et al. 2006; Li et al. 2008). Thus the stronger dynamical warming that 411 

propagates from the upper stratosphere in October and November to lower stratosphere in 412 



 19 

December and January is also linked to the deeper ozone hole in the interactive 413 

simulations (Figure 8c).  414 

 415 

Interactive ozone chemistry has important impacts on simulations of climate change over 416 

the Antarctica. Figures 9a-f compare linear trends of the Antarctic temperatures (65°-417 

90°S) and the circumpolar zonal winds (55°-70°S) in 1979-2010. Shading in Figure 9 418 

indicates that the trends are statistically significant from zero at the 2-tailed 95% 419 

confidence interval, where the confidence interval is calculated following Santer et al. 420 

(2000). Overall the interactive and prescribed simulations have similar patterns: cooling 421 

in the lower stratosphere and intensification of the stratospheric and tropospheric 422 

westerlies during the Austral spring and summer seasons. However, the trends are 423 

stronger in the interactive runs. The maximum stratospheric cooling trend at November 424 

and 70 hPa is 3.4 and 2.9 K/decade in the interactive and prescribed runs, respectively. 425 

The peak westerly acceleration in the interactive runs is ~ 30% stronger at 20 hPa and 426 

70% stronger at 500 hPa than in the prescribed runs. Also the peak westerly trends in the 427 

troposphere occur one month earlier in the interactive runs (December) than in the 428 

prescribed runs (January).  429 

 430 

The Antarctic temperature and zonal wind trends from MERRA are also shown in Figure 431 

9. The MERRA trends are much noisier than the simulated trends particularly in the 432 

upper stratosphere. The maximum lower stratosphere cooling in MERRA is 3.1 433 

K/decade, between that of the interactive and prescribed runs. We have also found that 434 

temperature trends calculated using the Radiosonde Innovation Composite 435 
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Homogenization dataset (Hamiberger et al. 2012) agree well with the MERRA trends in 436 

the lower stratosphere (not shown). As for the circumpolar westerly accelerations, the 437 

MERRA trends are smaller than both simulations in the stratosphere, but are between the 438 

interactive and prescribed runs in the troposphere. 439 

 440 

The lower stratospheric cooling is caused by the decrease of shortwave heating (Figures 9 441 

g-h), which is partly compensated by an increase of dynamical warming (Figures 9 i-j). 442 

The stronger cooling in the interactive simulations is mainly driven by stronger decrease 443 

of shortwave heating (Figures 9 g-h), which originates from stronger ozone depletion.  444 

 445 

At the surface, zonal wind trend in the interactive runs is statistically significant in 446 

November-December-January (NDJ) (Figure 10). The trends in these three months are all 447 

larger than those in the prescribed runs, although the trend differences are not statistically 448 

significant. The NDJ-mean surface circumpolar westerly trend is 0.46 m/s/decade in the 449 

interactive simulations, about 70% larger than in the prescribed simulations. It is 450 

interesting to note that the relative differences of the circumpolar westerly trends amplify 451 

from the stratosphere (about 30%) to the troposphere and surface (about 70%), 452 

suggesting that interactive chemistry affects stratosphere-troposphere coupling. Hereafter 453 

we will focus on the NDJ period when climate trends in the interactive and prescribed 454 

runs have the largest differences. 455 

 456 

Climate change in the SH middle and high latitudes during the past several decades is 457 

closely related to the shift of the SAM toward its positive polarity (Thompson and 458 
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Solomon 2002). The shift of the SAM polarity is commonly illustrated as the poleward 459 

intensification of the tropospheric westerlies (Figure 11). Both runs simulate a 460 

statistically significant dipole structure of the tropospheric zonal-mean zonal wind trends 461 

during NDJ with eastward acceleration centered at 65°S and westward acceleration 462 

centered at 45°S. This dipole structure, a signature of the SAM shift, has a larger 463 

magnitude in the interactive runs. For example, the maximum eastward and westward 464 

trends at 300 hPa are respectively 1.25 and -0.8 m/s/decade in the interactive runs, which 465 

are more than 100% stronger than in the prescribed runs.  466 

 467 

The amplification of zonal wind response to interactive chemistry from stratosphere to 468 

troposphere and surface is clearly seen in Figure 11. The relative difference of the 469 

maximum westerly trend is about 20% in the stratosphere, and increases to more than 470 

100% below 300 hPa. Neely el al. (2014) showed similar results (see their Figure 3), but 471 

they did not discuss this effect. Noting that the trends in the interactive simulations are 472 

always stronger, we use a 1-tailed t test to find out whether these differences are 473 

statistically significant following the method of Wigley (2006). The trend differences are 474 

not statistically significant in the stratosphere, but the interactive simulations have 475 

significantly stronger westerly accelerations than the prescribed runs between about 60°S 476 

and 70°S and from the surface to 200 hPa. We do not know what causes the enhanced 477 

tropospheric response. Indeed how the ozone hole-induced lower stratospheric westerly 478 

anomalies are propagated downward to the troposphere is not well understood (e.g., 479 

Thompson et al. 2012). Nevertheless, this amplified tropospheric response indicates a 480 
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stronger stratosphere-troposphere coupling and has important implications on surface 481 

wind-stress and Southern Ocean changes. 482 

 483 

We are particularly interested in the impacts of interactive chemistry on simulations of 484 

the SH surface wind-stress. The strong westerly surface wind-stress over the Southern 485 

Ocean directly affects Ekman transport and the meridional overturning circulation. 486 

Through its impacts on the surface wind-stress, the stratospheric ozone chemistry could 487 

affect Southern Ocean circulation. Figure 12a compares the NDJ zonal-mean surface 488 

zonal wind-stress trends in the interactive (green) and prescribed (red) simulations. The 489 

trends in both simulations have the same latitudinal structure with a westerly and an 490 

easterly maximum centered at 62°S and 46°S, respectively. The maximum westerly and 491 

easterly trends in the interactive runs are about two times larger (statistically significant 492 

at the 5% level) than those in the prescribed runs, consistently with the significantly 493 

stronger tropospheric and surface zonal wind trends in the interactive runs shown in 494 

Figure 11.  495 

 496 

A commonly used diagnostic for surface wind-stress change is the trend of the maximum 497 

strength (Swart and Fyfe 2012). We use this diagnostic to evaluate how interactive 498 

chemistry improves the simulation of wind-stress increase compared with the reanalysis 499 

data. Figure 12b shows that the trend of the NDJ westerly wind-stress maximum in the 500 

interactive runs is 60% larger than that in the prescribed runs. The trend in the interactive 501 

simulations (0.005 Pa/decade) is still much smaller than the average trend of the four 502 

reanalysis (0.009 Pa/decade). However, the reanalysis trends have large spread: the ERA-503 
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Interim and MERRA do not have a statistically significant trend, and the NCEP-NCAR 504 

and NCEP-DOE trends are more than twice the ERA-Interim trend. These larger 505 

uncertainties in the reanalysis make it difficult to validate the improvements of interactive 506 

chemistry on simulated surface wind-stress changes. 507 

 508 

The larger increase of surface forcing in the interactive runs significantly affects the 509 

simulated Southern Ocean circulation changes. A comparison of the NDJ trends in the 510 

zonal-mean surface zonal and meridional currents is shown in Figure 13a-b. The westerly 511 

and northerly trend maxima are about two times larger in the interactive runs than in 512 

prescribed runs and these trend differences are statistically significant, consistent with the 513 

differences in the surface wind-stress trends (Figure 12a). This similarity is due to the 514 

direct dynamical effect of surface wind-stress on the surface Ekman transport. The trends 515 

of the ocean currents, particularly the meridional current, decrease rapidly with depth 516 

(Figures 13 c-f). The interactive runs simulate significantly larger westerly and northerly 517 

trends poleward of about 55°S. The westerly current trend differences extend from 518 

surface to the deep ocean (only the upper 100 meters are shown in Figures 13 c-d), but 519 

the northerly current trends differences are limited to the upper 80 meters (Figures 13 e-520 

f). 521 

 522 

Interactive chemistry has significantly impact on changes in the Southern Ocean MOC. 523 

Figures 14 compares trends of the NDJ Eulerian MOC streamfunction. The trends are 524 

dominated by a dipole structure, indicating a poleward shift and strengthening of the 525 

upper cell. Similar trends have been reported in previous studies on the Southern Ocean 526 
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MOC changes (Sigmond and Fyfe 2010; Solomon et al. 2015). The latitudinal structure 527 

and magnitude of the MOC trends are determined by the surface wind-stress (Figure 528 

12a). Consistent with larger surface wind-stress changes, the MOC trends in the 529 

interactive runs are larger than in the prescribed runs. The differences in the MOC trends 530 

reach to below 3000 m. Most of the significantly different trends are found in the 531 

upwelling branch of the MOC poleward of 60°S. We have described in Figure 5 that the 532 

parameterized eddy MOC is much weaker than the Eulerian MOC. Similarly, the trends 533 

of the eddy MOC are much smaller than those of the Eulerian MOC (not shown). This is 534 

true for both the interactive and prescribed simulations.  535 

 536 

That the interactive runs produce a stronger increase of the Southern Ocean MOC could 537 

have important implications for simulated global climate change. For instance, an 538 

enhanced upwelling of carbon-rich deep Southern Ocean water will affect the global 539 

carbon cycle (Russell et al. 2006b; Lenton et al. 2009). It should be noted, however, that 540 

there are strong debates on how the Southern Ocean eddy circulation will respond to 541 

increases of the surface wind. Some eddy-resolving ocean models simulate much stronger 542 

eddy circulation increases than in the coarse-resolution models (Spence et al. 2010; 543 

Farneti et al. 2010). In these eddy-resolving simulations, the increases of the eddy MOC 544 

compensate a larger fraction of, or even balance, the increases of the Eulerian cell, 545 

resulting in little or no changes in the residual MOC. There is no direct observational 546 

evidence to confirm whether or not the MOC has increased. Some ocean properties 547 

affected by the MOC (e.g. ventilations) show changes consistent with an increase of the 548 
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MOC (Waugh et al. 2012), but other properties such as the slope of isopycnals do not 549 

show changes (Boning et al. 2008). 550 

 551 

The differences in the Southern Ocean trends between the interactive and prescribed runs 552 

are largest during NDJ, indicating that on seasonal timescale there is no delay in the 553 

ocean circulation’s response to changes in the overlying surface forcing. In other seasons, 554 

the interactive and prescribed simulations produce similar trends of the surface wind-555 

stress and MOC (not shown). However, the seasonal wind-stress differences have year-556 

round impacts on Southern Ocean temperature changes. Figures 15 a-b show the 557 

climatology (contours) and trends (color shading) of the zonal-mean ocean temperature in 558 

NDJ and May-June-July (MJJ) in the interactive runs. The ocean temperature trends are 559 

corrected for model drift by subtracting the trends in the 100-year perpetual 1960 control 560 

simulation. The ocean temperature drift in the control simulation is much smaller than the 561 

forced changes in the interactive or prescribed simulations in most of the Southern Ocean 562 

(not shown). In NDJ ocean warming is strongly affected by the enhanced Ekman 563 

transport and strengthening of the MOC. At the surface the enhanced Ekman flow 564 

transports cold ocean water equatorward south of 55°S and warm water poleward north 565 

of 55°S (see Figure 13b). This leads to a very weak surface cooling at 64°S (not 566 

statistically significant) and the largest warming at 45°S, which corresponds respectively 567 

to the latitudes of the maximum northerly and southerly trends of the surface meridional 568 

ocean currents (Figure 13b). The large warming at 45°S extends to the deeper ocean due 569 

to strong Ekman pumping. Near the continent below about 100 m the ocean temperature 570 

increases with depth, thus the strengthening of the MOC upwelling increases the upward 571 
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ocean heat transport, causing enhanced warming just below the weak surface cooling. 572 

Changes in the Ekman transport and MOC are much weaker and not statistically 573 

significant in other seasons (not shown). However, due to the larger thermal inertia of the 574 

ocean, the overall pattern of ocean temperature trends in MJJ (Figure 15b) and other 575 

seasons is similar to that in NDJ, although the near-surface dipole structure at 64°S 576 

disappears in other seasons. 577 

 578 

Contrasting ocean temperature changes between the interactive and prescribed runs 579 

reveal some complicated structures (Figures 15 c-d). In NDJ the interactive runs have 580 

significantly stronger warming in 60°-70°S and below 40 meters with maximum 581 

warming about twice as large as in the prescribed runs, consistent with a stronger 582 

increase of the MOC upwelling. Stronger cooling is found under the surface around 64°S 583 

(not statistically significant), indicating stronger surface Ekman transport. But interactive 584 

runs also show weaker warming below about 30 meters in 40°-50°S, suggesting 585 

competing effects of the enhanced Ekman transport and MOC on ocean temperature 586 

change in this region. In MJJ the interactive runs have significantly stronger warming 587 

poleward of 55°S. Note that the edge of the Antarctic sea ice (approximately the 0 degree 588 

isothermal in Figure 15) is located between 55° and 60°S. Thus there is stronger warming 589 

under the sea ice in the interactive runs, which affects simulated Antarctic sea ice change.  590 

 591 

Figure 16 compares the trends of the SIE in 1979-2010 (corrected for model drift based 592 

on the 100-year perpetual 1960 control simulation). The SIE drift in the control 593 

simulation is much smaller than the changes in the interactive and prescribed simulations 594 
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(not shown). Both runs simulate a decrease of Antarctic SIE, in contrast to the observed 595 

Antarctic SIE increase for the past 30 years (Zwally et al. 2002). This is a common bias 596 

in the CMIP models (Turner et al. 2013), although some studies have suggested that this 597 

discrepancy might be caused by large internal variability of the Antarctic sea ice (Swart 598 

and Fyfe 2013; Polvani and Smith 2013; Gagne et al. 2015). The interesting result here is 599 

that the interactive runs have a year-round larger decrease than the prescribed runs, i.e., 600 

interactive chemistry leads to Antarctic SIE decrease. We have shown in Figure 15b that 601 

interactive simulations have significantly stronger near-surface ocean warming 602 

throughout the year, which causes enhanced year-round sea ice decrease. The SIE trend 603 

differences, however, are not statistically significant. This is probably due to the SIE’s 604 

large variability and the relatively small ensemble members in our simulations.  605 

 606 

The impacts of interactive stratospheric chemistry on Southern Ocean and Antarctic sea 607 

ice are qualitatively very similar to the impacts of the ozone hole that was first reported 608 

by Sigmond and Fyfe (2010). They found that, by increasing the summertime surface 609 

wind-stress over the Southern Ocean, the ozone hole acts to increase the overturning 610 

circulation, warm the upper ocean, and decrease the Antarctic sea ice. These ozone hole 611 

effects have been shown to be robust in several recent studies (Sigmond et al. 2011; Bitz 612 

and Polvani 2012; Sigmond and Fyfe 2014; Solomon et al. 2015). Our results support 613 

these findings, particularly that the observed Antarctic sea ice increase is not caused by 614 

ozone depletion.  615 

 616 

5 Discussion and Conclusions 617 
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 618 

Stratospheric ozone depletion impacts on SH climate change are now well recognized. 619 

The most realistic way to represent stratospheric ozone forcing in climate models is to 620 

calculate ozone interactively, but current climate models commonly use prescribed 621 

monthly and zonally averaged ozone fields. The prescribed ozone fields underestimate 622 

the ozone hole forcing and lack zonal asymmetries. This study investigates how these 623 

deficiencies in the prescribed ozone affect simulations of recent climate change in the 624 

Antarctic and the Southern Ocean. Previous studies have focused on the effects of 625 

prescribed ozone on simulations of Antarctic atmosphere. Here, we also study – for the 626 

first time - the impacts on simulated changes in Southern Ocean circulation and Antarctic 627 

sea ice.  628 

 629 

Two sets of ensemble transient simulations of 1960-2010 are conducted with GEOS-5, 630 

one with interactive stratospheric chemistry and the other with prescribed monthly- and 631 

zonal- mean ozone and six other radiatively active trace species. Radiative forcing in the 632 

stratosphere due to ozone is much more important than the other six species. Therefore 633 

differences in the simulated climate and trends between the two runs are attributed mostly 634 

to ozone differences. 635 

 636 

The climatology from the interactive chemistry simulations is assessed with emphasis on 637 

the SH. Overall GEOS-5 simulates reasonably well the climatology of the Antarctic 638 

atmosphere, Southern Ocean circulation, and Antarctic sea ice. The model has a spring 639 

“cold pole” bias and the associated late vortex breakup. It does not correctly reproduce 640 
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the observed strength and location of the maximum surface westerly wind-stress. These 641 

errors are very common in the current start-of-the-art climate models and need to be 642 

improved in order to better understand climate change over the Antarctica. 643 

 644 

We focus on the 1979-2010 climate trends differences between the interactive chemistry 645 

and prescribed ozone simulations. The interactive runs have stronger cooling and 646 

westerly acceleration in the Antarctic lower stratosphere during austral spring and 647 

summer. The larger westerly trends in the interactive runs penetrate to the troposphere 648 

and surface. These results are consistent with previous studies (Waugh et al. 2009; Neely 649 

et al. 2014), although the largest trend differences between the interactive and prescribed 650 

runs occur in NDJ, not in DJF as reported in those studies. Interestingly, the zonal wind 651 

response to interactive chemistry increases from about 20-30% (not statistically 652 

significant) in the lower stratosphere to more than 100% (statistically significant) in the 653 

troposphere and surface. The maximum NDJ westerly surface wind-stress trend in the 654 

interactive runs is twice as large in the prescribed runs.  655 

 656 

The significantly different surface forcing in the two simulations has important effects on 657 

changes in the Southern Ocean circulation, temperature, and Antarctic sea ice. The larger 658 

surface wind-stress trends in the interactive runs drive significantly larger changes in the 659 

NDJ Southern Ocean currents and MOC upwelling. The interactive chemistry impact on 660 

the MOC extends below 3000 m. The different changes in the MOC affect warming of 661 

the Southern Ocean. In NDJ, the stronger MOC upwelling in the interactive runs brings 662 

more upward ocean heat flux to the near surface and causes stronger warming under the 663 



 30 

sea ice. This Southern Ocean temperature warming difference persists throughout the 664 

year due to the large ocean thermal inertia, resulting in year-round larger Antarctic sea 665 

ice decrease in the interactive runs..  666 

 667 

In conclusion, we find significant Southern Ocean responses to the interactive 668 

stratospheric chemistry: increase of the overturning circulation in NDJ, year-round 669 

warming of the near surface ocean, and decrease of the Antarctic SIE. These ocean 670 

responses originate from a larger increase of the surface wind-stress in NDJ, which is due 671 

to a stronger lower stratospheric cooling and enhanced stratosphere-troposphere coupling. 672 

Our results are consistent with studies on the effects of the ozone hole on Southern Ocean 673 

circulation, temperature, and Antarctic sea ice (Sigmond and Fyfe 2010; Sigmond et al. 674 

2011; Bitz and Polvani 2012; Sigmond and Fyfe 2014; Solomon et al. 2015). Here we 675 

show that the interactive stratospheric chemistry can increase the ozone hole effects by 676 

up to 100% compared to prescribed ozone, highlighting the importance of correctly 677 

representing stratospheric ozone forcing in climate model in order to fully capture its 678 

effects on climate change. 679 

 680 

The ozone hole is projected to recover in the latter half of the 21st century (Eyring et al. 681 

2007) and the ozone impacts on the Southern Ocean and Antarctic sea ice are expected to 682 

reverse. Smith et al. (2012) reported in a modeling study that ozone recovery causes 683 

weaker summertime wind-stress, colder upper ocean temperature, and an increase of the 684 

Antarctic sea ice that acts to mitigate future sea ice loss. The CMIP models appear to 685 

capture the ozone recover effects on mitigating Antarctic sea ice decrease (Sigmond and 686 
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Fyfe 2014). The findings in this study suggest that these ozone recovery effects might be 687 

significantly underestimated in models using prescribed ozone, which include most of the 688 

CMIP3 and CMIP 5 models. 689 

 690 

In our simulations, the climatology and trends of the parameterized ocean eddy 691 

circulation are much weaker than those of the Eulerian mean circulation. Therefore the 692 

response of the residual circulation to stronger surface forcing is dominated by the 693 

increase of the Eulerian circulation. Some eddy-resolving ocean models simulate much 694 

stronger eddy response to increase of the surface forcing than the coarse-resolution ocean 695 

models do. But Bitz and Polvani (2012) found that responses of the Southern Ocean 696 

temperature and Antarctic sea ice to ozone depletion are essentially the same in an eddy-697 

resolving and a coarse resolution ocean model. It remains to be seen whether our results 698 

can be verified in fine resolution ocean simulations. 699 

 700 

Sigmond et al. (2010) investigated the impact of atmosphere-ocean coupling on the SAM. 701 

Their study found that atmosphere-ocean interactions increase the persistence of the 702 

SAM, but they do not impact the forced SAM response to the ozone hole. This study 703 

shows that coupling with interactive chemistry is necessary to correctly represent the 704 

response of the SAM variability to stratospheric ozone forcing. Our results also help to 705 

answer the question raised by Son et al. (2008, 2010) as why CCMs with interactive 706 

chemistry simulate stronger SAM response to ozone depletion and recovery than the 707 

CMIP4 models with prescribed ozone. 708 

 709 
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One important question that is not answered by this study is which aspect of the 710 

prescribed ozone deficiencies contributes most to the weaker trends in the prescribed 711 

runs: a weaker ozone hole forcing due to interpolation of monthly-mean values or lack of 712 

zonal asymmetries. Neely et al. (2014) compared simulations using prescribed daily 713 

zonal-mean ozone, monthly zonal-mean ozone, and interactive chemistry with the NCAR 714 

Community Earth System Model. They found that the daily-mean ozone simulations 715 

largely reduce biases in simulated SH climate and climate change in the monthly-mean 716 

ozone simulations, indicating that ozone zonal asymmetry is not an important factor in 717 

the NCAR model. However, such experiment needs to be repeated with other models to 718 

determine whether these findings based on the NCAR model are robust. Clearly more 719 

work is needed to fully understand the role of specific aspects of the ozone forcing. 720 
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 733 

GEOS-5 Model 734 

 735 

GEOS-5 is an Earth system model developed at National Aeronautics and Space 736 

Administration (NASA) Goddard Space Flight Center (GSFC). It integrates together the 737 

atmosphere, land, ocean, chemistry, aerosol, and sea ice models using the Earth System 738 

Modeling Framework (Hill et al. 2004). GEOS-5 is a flexible model system and it can be 739 

run with different modes, e.g., atmosphere only, coupled atmosphere-ocean, and coupled 740 

atmosphere-ocean with interactive chemistry.  741 

 742 

GEOS-5 Atmospheric General Circulation Model (GEOS-5 AGCM) is the atmosphere 743 

only version of the GEOS-5. In this study we use the Fortuna tag of GEOS-5 AGCM, 744 

whose details are described in Molod et al. (2012). GEOS-5 Fortuna has a finite-volume 745 

dynamical core. Its atmospheric physics includes parameterization schemes for 746 

convection, larger scale precipitation and cloud cover, shortwave and longwave radiation, 747 

turbulence, gravity wave drag and a land surface model (Molod et al. 2012). GEOS-5 748 

AGCM has 72 vertical levels with a model top at 0.01 hPa. The horizontal resolution is 749 

adjustable, but all simulations in this study use a resolution of 2.5° longitude by 2° 750 

latitude.  751 

 752 

GEOS-5 AOGCM is the coupled ocean version of the GEOS-5. It couples GEOS-5 753 

AGCM with the Modular Ocean Model (MOM) developed by the Geophysical Fluid 754 

Dynamics Laboratory (Griffies et al. 2005). The version of the MOM used in this study is 755 



 34 

MOM4p1 (Griffies et al. 2009). The ocean model has 50 vertical levels with a fine 756 

resolution of 10 meters in the top 200 meters. MOM uses a tripolar grid with poles over 757 

Eurasia, North America, and Antarctica. The zonal resolution is 1°. The meridional 758 

resolution is 1° in the extratropics and increases from 1° at 30° latitudes to 1/3° at the 759 

equator. The MOM4p1 is not an eddy-resolving model and the eddy fluxes are 760 

parameterized using the Gent and McWilliams (1990) scheme. MOM4p1 include 761 

parameterization schemes for penetrative shortwave radiation, horizontal friction, 762 

convection, from drag arising from unresolved mesoscale eddies, tidal mixing, vertical 763 

mixing, and overflow (Griffies et al. 2009).  764 

 765 

The atmosphere and ocean model components exchange fluxes of momentum, heat and 766 

fresh water through a “skin layer” interface. The skin layer includes the Los Alamos Sea 767 

Ice Model, CICE (Hunke and Lipscomb 2008). CICE computes ice growth and melt 768 

subject to energy exchange. It also computes ice drift. CICE interacts with atmosphere 769 

and ocean by exchanging momentum, energy and masses through stress and fluxes.  770 

  771 
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Figure captions 1041 

 1042 

Figure 1: Zonal-mean total column ozone distributions in 1990-2010 as a function of 1043 

month and latitude. (a) GEOS AOCCM interactive chemistry simulations. (b) Merged 1044 

SBUV/TOMS total ozone data. Contour interval is 25 Dobson Unit. No observations in 1045 

polar night. 1046 

 1047 

Figure 2: (a) Climatological seasonal cycle of Antarctic zonal-mean temperatures 1048 

(averaged over 65°S to 90°S) in 1990-2010 in the GEOS AOCCM simulations and (b) 1049 

the differences between the simulations and MERRA reanalysis. (c) Climatological 1050 

seasonal cycle of Antarctic circumpolar zonal-mean zonal winds (averaged over 55°S to 1051 

70°S) in the AOCCM simulations and (d) the differences between the simulations and 1052 

MERRA. (e) Climatological annual-mean zonal-mean zonal winds in the Southern 1053 

Hemisphere in the AOCCM simulations and (f) the differences between the simulations 1054 

and MERRA. 1055 

 1056 

Figure 3: (a) Annual-mean zonal surface wind-stress climatology in 1990-2010 in the 1057 

GEOS AOCCM simulations. (b) Zonal wind-stress climatology differences between 1058 

GEOS AOCCM simulations and the Quick Scatterometer (QuikSCAT) observations. (c) 1059 

Zonal-mean zonal wind-stress climatology in the Southern Hemisphere in the QuikSCAT 1060 

(black solid), reanalysis (black dashed), and GEOS AOCCM simulations (green). The 1061 

reanalysis data is the average of four datasets: MERRA, NCEP-NCAR, NCEP-DOE, and 1062 

ERA-Interim.  Shading shows the standard deviation of the four reanalyses climatology. 1063 
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 1064 

Figure 4: (a) Annual-mean sea surface temperature (SST) climatology in 1990-2010 in 1065 

the GEOS AOCCM simulations and (b) the differences between the modeled SST and 1066 

Reynolds data. (c) Annual-mean sea surface salinity (SSS) climatology in 1990-2010 in 1067 

the GEOS AOCCM simulations and (d) the differences between the modeled SSS and 1068 

Levitus data. 1069 

 1070 

Figure 5: (a) Climatological Southern Ocean annual-mean Eulerian Meridional 1071 

Overturning Circulation (MOC) streamfunction in 1990-2010 in the GEOS AOCCM 1072 

simulations. (b) Same as (a), but for the parameterized eddy MOC streamfunction. 1073 

Contour interval is 4 and 2 Sv for the Eulerian and eddy streamfunction, respectively. 1074 

 1075 

Figure 6: Climatological Antarctic sea ice extent seasonal cycle in 1990-2010 in the 1076 

GEOS AOCCM simulations (green) and the National Snow and Ice Data Center 1077 

observations (black).  1078 

 1079 

Figure 7: (a) Climatological seasonal cycle of Antarctic total ozone (averaged over 65°S 1080 

to 90°S) in 1990-2010 for SBUV/TOMS (black), interactive chemistry (green) and 1081 

prescribed ozone (red) simulations. (b) Zonal standard deviations of Antarctic ozone 1082 

(averaged over 65°S to 90°S) in the interactive chemistry simulations. 1083 

 1084 

Figure 8: Differences in Antarctic (a) temperature, (b) ozone, (c) dynamical heating and 1085 

(d) shortwave heating rate (averaged over 65°S to 90°S and 1990-2010) between the 1086 
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interactive chemistry and prescribed ozone simulations (interactive minus prescribed). 1087 

Shading indicates that the differences are statistically significant at the 5% level based on 1088 

a two-sample t-test. 1089 

 1090 

Figure 9: (a-c) Linear trends of Antarctic zonal-mean temperatures (65°S-90°S) in 1979-1091 

2010 in the interactive simulations, prescribed simulations, and MERRA. Unit is 1092 

K/decade. (d-f) Same as (a-c), but for the circumpolar zonal-mean zonal winds (55°S-1093 

70°S). Unit is m/s/decade. (g-h) Linear trends of Antarctic shortwave heating rates (65°S-1094 

90°S) in 1979-2010 in the interactive and prescribed simulations. Unit is K/decade. (i-j) 1095 

Same as (g-h), but for the dynamical heating rates. Shading indicates that the trends are 1096 

statistically significant at 5% level. 1097 

 1098 

Figure 10: Monthly surface zonal wind trends (averaged over 55°S to 70°S) in 1979-2010 1099 

in the interactive chemistry (green) and prescribed ozone (red) simulations. Error bars 1100 

(95% confidence interval) in the interactive and prescribed simulations are slightly offset 1101 

to show their differences. Filled circles indicate that the trends are statistically significant 1102 

at the 5% level. 1103 

 1104 

Figure 11: Linear trends of November-December-January zonal-mean zonal wind in 1105 

1979-2010 in (a) interactive chemistry simulations and (b) prescribed ozone simulations. 1106 

Unit is m/s/decade. The trends with magnitude of greater than about 0.25 m/s/decade are 1107 

statistically significant at the 2-tailed 5% level. Shading indicates that the trends in the 1108 
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interactive simulations are significantly stronger than those in the prescribed simulations 1109 

at the 5% level using a one-tailed t test.  1110 

 1111 

Figure 12: (a) Trends of the November-December-January zonal-mean surface zonal 1112 

wind-stress in 1979-2010. Green and red lines are results from the interactive chemistry 1113 

and prescribed ozone simulations, respectively. Solid lines represent that the trends are 1114 

statistically significant from zero at the 95% confidence interval. Asterisks indicate where 1115 

the trends in the interactive simulations are significantly stronger than those in the 1116 

prescribed simulations.. (b) Trends of the NDJ maximum surface zonal wind-stress in the 1117 

Southern Hemisphere in 1979-2010. The error bars show the 95% confidence interval. 1118 

 1119 

Figure 13: (a) Trends of the November-December-January zonal-mean zonal surface 1120 

ocean currents in 1979-2010 in the interactive chemistry (green) and prescribed ozone 1121 

(red) simulations. Solid lines represent that the trends are statistically significant from 1122 

zero at the 95% confidence interval. Asterisks indicate where the trends in the interactive 1123 

simulations are significantly stronger than those in the prescribed simulations. (b) Same 1124 

as (a), but for the meridional surface currents. (c) Trends of the NDJ zonal-mean zonal 1125 

ocean currents in 1979-2010 in the interactive simulations. (d) Same as (c), but for the 1126 

prescribed simulations. Trends with magnitude larger than 0.05 cm/s/decade are 1127 

statistically significant from zero. Shading in (c) and (d) indicates where the zonal current 1128 

trends in the interactive simulations are significantly stronger than those in the prescribed 1129 

simulations at the 1-tailed 5% level. (e) Trends of the NDJ zonal-mean meridional ocean 1130 

currents in 1979-2010 in the interactive simulations. (f) Same as (e), but for prescribed 1131 
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simulations. Shading in (e) and (f) indicates where the meridional current trends in the 1132 

interactive simulations are significantly stronger than those in the prescribed simulations 1133 

at the 1-tailed 5% level. Unit in all panels is cm/s/decade. 1134 

 1135 

Figure 14: Trends of the November-December-January Southern Ocean MOC 1136 

streamfunction in 1979-2010 in (a) interactive chemistry and (b) prescribed ozone 1137 

simulations. Poleward of 55°S, trends with magnitude grater than about 0.3 Sv/decade 1138 

are statistically significant from zero at the 2-tailed 5% level. Equatorward of 55°S, 1139 

trends with magnitude greater than about 0.6 Sv/decade are statistically significant. 1140 

Shading indicates where the MOC trends in the interactive simulations are significantly 1141 

stronger than those in the prescribed simulations at the 1-tailed 5% level. Unit of the 1142 

trends is Sv/decade. 1143 

 1144 

Figure 15: (Top) Trends of the zonal-mean ocean temperature in 1979-2010 (color 1145 

shading) and climatology in 1990-2010 (contours) in (a) November-December-January 1146 

and (b) May-June-July in the interactive chemistry simulations. Trends are statistically 1147 

significant from zero at the 2-tailed 5% level poleward of 45°S except for the very weak 1148 

surface cooling near 64°S. Equatorward of 45°S, trends with magnitude greater than 1149 

about 0.15 °C/decade are statistically significant. Units of the trends (color shading) and 1150 

climatology (contours) are respectively °C/decade and °C. (Bottom) Differences in zonal-1151 

mean ocean temperature trends between the interactive chemistry and prescribed ozone 1152 

simulations in (c) November-December-January and (d) May-June-July. Unit is 1153 

°C/decade. Shading indicates where the trends in the interactive simulations are 1154 
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significantly larger than those in prescribed simulations. Note that the depth ranges are 1155 

different in the top and bottom panels. 1156 

 1157 

Figure 16: Monthly trends of the Antarctic sea ice extent in 1979-2010 in the interactive 1158 

chemistry (green) and prescribed ozone (red) simulations. Error bars are the 95% 1159 

confidence interval of the trends. Filled circles indicate that the trends are statistically 1160 

significant at the 5% level.  1161 
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 1162 

Figure 1: Zonal-mean total column ozone distributions in 1990-2010 as a function of 1163 

month and latitude. (a) GEOS AOCCM interactive chemistry simulations. (b) Merged 1164 

SBUV/TOMS total ozone data. Contour interval is 25 Dobson Unit. No observations in 1165 

polar night. 1166 
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 1168 

Figure 2: (a) Climatological seasonal cycle of Antarctic zonal-mean temperatures 1169 

(averaged over 65°S to 90°S) in 1990-2010 in the GEOS AOCCM simulations and (b) 1170 

the differences between the simulations and MERRA reanalysis. (c) Climatological 1171 

seasonal cycle of Antarctic circumpolar zonal-mean zonal winds (averaged over 55°S to 1172 

70°S) in the AOCCM simulations and (d) the differences between the simulations and 1173 

MERRA. (e) Climatological annual-mean zonal-mean zonal winds in the Southern 1174 

Hemisphere in the AOCCM simulations and (f) the differences between the simulations 1175 

and MERRA. 1176 
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 1178 

Figure 3: (a) Annual-mean zonal surface wind-stress climatology in 1990-2010 in the 1179 

GEOS AOCCM simulations. (b) Zonal wind-stress climatology differences between 1180 

GEOS AOCCM simulations and the Quick Scatterometer (QuikSCAT) observations. (c) 1181 

Zonal-mean zonal wind-stress climatology in the Southern Hemisphere in the QuikSCAT 1182 

(black solid), reanalysis (black dashed), and GEOS AOCCM simulations (green). The 1183 

reanalysis data is the average of four datasets: MERRA, NCEP-NCAR, NCEP-DOE, and 1184 

ERA-Interim. Shading shows the standard deviation of the four reanalyses climatology. 1185 
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 1187 

Figure 4: (a) Annual-mean sea surface temperature (SST) climatology in 1990-2010 in 1188 

the GEOS AOCCM simulations and (b) the differences between the modeled SST and 1189 

Reynolds data. (c) Annual-mean sea surface salinity (SSS) climatology in 1990-2010 in 1190 

the GEOS AOCCM simulations and (d) the differences between the modeled SSS and 1191 

Levitus data. 1192 
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 1194 

Figure 5: (a) Climatological Southern Ocean annual-mean Eulerian Meridional 1195 

Overturning Circulation (MOC) streamfunction in 1990-2010 in the GEOS AOCCM 1196 

simulations. (b) Same as (a), but for the parameterized eddy MOC streamfunction. 1197 

Contour interval is 4 and 2 Sv for the Eulerian and eddy streamfunction, respectively. 1198 
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 1200 

Figure 6: Climatological Antarctic sea ice extent seasonal cycle in 1990-2010 in the 1201 

GEOS AOCCM simulations (green) and the National Snow and Ice Data Center 1202 

observations (black). 1203 
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 1205 

Figure 7: (a) Climatological seasonal cycle of Antarctic total ozone (averaged over 65°S 1206 

to 90°S) in 1990-2010 for SBUV/TOMS (black), interactive chemistry (green) and 1207 

prescribed ozone (red) simulations. (b) Zonal standard deviations of Antarctic ozone 1208 

(averaged over 65°S to 90°S) in the interactive chemistry simulations. 1209 
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 1211 

Figure 8: Differences in Antarctic (a) temperature, (b) ozone, (c) dynamical heating and 1212 

(d) shortwave heating rate (averaged over 65°S to 90°S and 1990-2010) between the 1213 

interactive chemistry and prescribed ozone simulations (interactive minus prescribed). 1214 

Shading indicates that the differences are statistically significant at the 5% level based on 1215 

a two-sample t-test. 1216 
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 1218 

Figure 9: (a-c) Linear trends of Antarctic zonal-mean temperatures (65°S-90°S) in 1979-1219 

2010 in the interactive simulations, prescribed simulations, and MERRA. Unit is 1220 

K/decade. (d-f) Same as (a-c), but for the circumpolar zonal-mean zonal winds (55°S-1221 

70°S). Unit is m/s/decade. (g-h) Linear trends of Antarctic shortwave heating rates (65°S-1222 

90°S) in 1979-2010 in the interactive and prescribed simulations. Unit is K/decade. (i-j) 1223 

Same as (g-h), but for the dynamical heating rates. Shading indicates that the trends are 1224 

statistically significant at 5% level. 1225 
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 1227 

Figure 10: Monthly surface zonal wind trends (averaged over 55°S to 70°S) in 1979-2010 1228 

in the interactive chemistry (green) and prescribed ozone (red) simulations. Error bars 1229 

(95% confidence interval) in the interactive and prescribed simulations are slightly offset 1230 

to show their differences. Filled circles indicate that the trends are statistically significant 1231 

at the 5% level. 1232 
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 1234 

Figure 11: Linear trends of November-December-January zonal-mean zonal wind in 1235 

1979-2010 in (a) interactive chemistry simulations and (b) prescribed ozone simulations. 1236 

Unit is m/s/decade. The trends with magnitude of greater than about 0.25 m/s/decade are 1237 

statistically significant at the 2-tailed 5% level. Shading indicates that the trends in the 1238 

interactive simulations are significantly stronger than those in the prescribed simulations 1239 

at the 5% level using a one-tailed t test.  1240 
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 1242 

Figure 12: (a) Trends of the November-December-January zonal-mean surface zonal 1243 

wind-stress in 1979-2010. Green and red lines are results from the interactive chemistry 1244 

and prescribed ozone simulations, respectively. Solid lines represent that the trends are 1245 

statistically significant from zero at the 95% confidence interval. Asterisks indicate where 1246 

the trends in the interactive simulations are significantly stronger than those in the 1247 

prescribed simulations. (b) Trends of the NDJ maximum surface zonal wind-stress in the 1248 

Southern Hemisphere in 1979-2010. The error bars show the 95% confidence interval.  1249 
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 1250 

Figure 13: (a) Trends of the November-December-January zonal-mean zonal surface 1251 

ocean currents in 1979-2010 in the interactive chemistry (green) and prescribed ozone 1252 

(red) simulations. Solid lines represent that the trends are statistically significant from 1253 

zero at the 95% confidence interval. Asterisks indicate where the trends in the interactive 1254 

simulations are significantly stronger than those in the prescribed simulations. (b) Same 1255 

as (a), but for the meridional surface currents. (c) Trends of the NDJ zonal-mean zonal 1256 

ocean currents in 1979-2010 in the interactive simulations. (d) Same as (c), but for the 1257 

prescribed simulations. Trends with magnitude larger than 0.05 cm/s/decade are 1258 

statistically significant from zero. Shading in (c) and (d) indicates where the zonal current 1259 

trends in the interactive simulations are significantly stronger than those in the prescribed 1260 

simulations at the 1-tailed 5% level. (e) Trends of the NDJ zonal-mean meridional ocean 1261 
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currents in 1979-2010 in the interactive simulations. (f) Same as (e), but for prescribed 1262 

simulations. Shading in (e) and (f) indicates where the meridional current trends in the 1263 

interactive simulations are significantly stronger than those in the prescribed simulations 1264 

at the 1-tailed 5% level. Unit in all panels is cm/s/decade.  1265 
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 1267 

Figure 14: Trends of the November-December-January Southern Ocean MOC 1268 

streamfunction in 1979-2010 in (a) interactive chemistry and (b) prescribed ozone 1269 

simulations. Poleward of 55°S, trends with magnitude grater than about 0.3 Sv/decade 1270 

are statistically significant from zero at the 2-tailed 5% level. Equatorward of 55°S, 1271 

trends with magnitude greater than about 0.6 Sv/decade are statistically significant. 1272 

Shading indicates where the MOC trends in the interactive simulations are significantly 1273 

stronger than those in the prescribed simulations at the 1-tailed 5% level. Unit of the 1274 

trends is Sv/decade. 1275 
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 1277 

Figure 15: (Top) Trends of the zonal-mean ocean temperature in 1979-2010 (color 1278 

shading) and climatology in 1990-2010 (contours) in (a) November-December-January 1279 

and (b) May-June-July in the interactive chemistry simulations. Trends are statistically 1280 

significant from zero at the 2-tailed 5% level poleward of 45°S except for the very weak 1281 

surface cooling near 64°S. Equatorward of 45°S, trends with magnitude greater than 1282 

about 0.15 °C/decade are statistically significant. Units of the trends (color shading) and 1283 

climatology (contours) are respectively °C/decade and °C. (Bottom) Differences in zonal-1284 

mean ocean temperature trends between the interactive chemistry and prescribed ozone 1285 

simulations in (c) November-December-January and (d) May-June-July. Unit is 1286 

°C/decade. Shading indicates where the trends in the interactive simulations are 1287 

significantly larger than those in prescribed simulations. Note that the depth ranges are 1288 

different in the top and bottom panels.  1289 
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 1290 

Figure 16: Monthly trends of the Antarctic sea ice extent in 1979-2010 in the interactive 1291 

chemistry (green) and prescribed ozone (red) simulations. Error bars are the 95% 1292 

confidence interval of the trends. Filled circles indicate that the trends are statistically 1293 

significant at the 5% level. 1294 
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